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Abstract

Voice-based conversational assistants are widely used for a
variety of tasks, from setting up an alarm clock and check-
ing the weather to booking a flight. However, the communi-
cation protocol that the majority of these assistants offer is
very restrictive and often fails to take advantage of the full
richness of human speech signals. In this paper, we explore
human-agent voice interactions in an unrestricted environ-
ment, and discuss potential benefits and drawbacks from
possible changes to standard communication protocols.
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Introduction

Conversational assistants have a long history. Beginning
with text-based chat-bots [9], and growing more sophis-
ticated, they are now ubiquitous. Today, stationary de-
vices, equipped with a smart assistant are often in people’s
houses ready to operate. In this paper, we discuss these
home-based smart assistants, as they mostly rely on voice-
only communication with people.



User: Hey Google,
User: What is the popula-
tion of Montreal?

Agent: The population
of Montreal was 1.741
million in 2014.

Figure 1: Example exchange
with a conversational assistant

Voice-based interactions differ dramatically from the on-
screen ones, and interaction models must be designed ac-
cordingly. The assistants are constantly moving towards
better imitation of human speech. For example, they are
able to make jokes and their voices are remarkably similar
to those of people. However, their communication protocol
is still very restrictive. The usual interaction is a three-step
procedure: <wake word> — <user query> — <system re-
sponse>, Figure 1. These triples need to be repeated for
every user intent, bearing potential for user frustration.

Human-human conversations rarely follow the same paradigm.

More often than not, people engage in multi-turn discus-
sions with each other, even if the initial information need
was satisfied in the first turn, e.g. it is socially accepted to
thank the interlocutor after asking for a piece of information.
For more complex information needs, a variety of signals

is utilized to detect turn-taking behaviour [4]. In addition, a
multitude of approaches are used by people to deliver cer-
tain signals, e.g. grounding, error handling [6, 5].

By restricting the communication protocol, voice-based as-
sistants miss a big part of the human speech signal, that
could be used to estimate and predict user engagement
and satisfaction, enhance system answer ranking, and im-
prove an overall experience.

In this paper we explore and analyze user behaviour when
engaging with a conversational assistant, that does not im-
pose any protocol limitations. We analyze the results of a
Wizard of Oz study, where participants cooked a culinary
recipe, using the help of a voice-based assistant. We target
the following research questions:

« RQ1: Given an unrestricted communication protocol,
do people provide feedback to the agent?

* RQ2: In what span of time do people usually provide
their feedback?

+ RQ3: What types of feedback are provided?

Data collection

In order to study people’s behaviour with voice-based con-
versational assistants in an unrestricted environment, we
conducted a high-fidelity Wizard of Oz study. The partici-
pants were asked to follow a culinary recipe' using a sim-
ulated conversational assistant. To keep the environment
stable, the Wizard had a selection of candidate answers,
from which they chose the best one, and that answer was
read out loud to the participant using a text-to-speech soft-
ware?. The Wizard also had a capability of constructing
free-form answers, but this option was only used in about 3
per cent of the cases. The experiment is described in more
detail in [8].

During the experiment the participants were instructed to
say “Start cooking” to activate the system, and then talk to
the system like they would with another person. The sys-
tem did not require a wake-word to be used, was always
active, and could answer participants’ questions with high
accuracy, due to the Wizard of Oz setup.

We invited 10 people (6 male, 4 female) to participate. Out
of the 10 participants, 2 reported having used an intelli-
gent assistant earlier that day, 5 — earlier that week, and

1 each — earlier that month, more than a month ago and
never. During the experiment, the interactions were audio
and video recorded for further analysis of collected data.

After the experiment, all user and system utterances were
manually transcribed, and each user utterance was labelled
with their respective category [8].

Thttp://allrecipes.com/recipe/17338/tasty-bbg-corn-on-the-cob/
2https://responsivevoice.org/
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Figure 2: The distribution of time
elapsed between an agent finishing
speaking and a user starting their
next utterance. We define this time
as user time delay.

In order to explore the timing in user-agent interactions, we
need to know the time of when each user and agent utter-
ance started and ended. To achieve a high accuracy with
timestamps, we used webrtcvad® Python library to iden-
tify the sections of audio recording, that contained speech.
Since the Wizard was implemented using text-to-speech
technology, our approach worked both for the system and
the user utterances.

Results and analysis

In this section, we discuss the results obtained from the
experiment. In particular, we investigate the distribution of
users’ follow up utterances in terms of time delay and type
of utterance. In addition, we provide recommendations on
how it can be used.

Timing of user follow up utterances

To investigate the timing of user follow up utterances, we
considered all pairs of consecutive agent-user utterances,
where a user utterance followed a system utterance. We
defined user time delay as the time between the end of the
system utterance and the beginning of the subsequent user
utterance. We considered an overall distribution for all 10
participants. The histogram shown in Figure 2 illustrates
that user follow up utterances follow the agent’s utterance
within a span of 5 seconds in the majority of the cases. The
long tail shows, however, that users may also engage with
the system after a much longer time period.

Based on this finding, we speculate, that provided an op-
portunity, users of voice-based assistants will engage in
multi-turn conversations with their assistants. Moreover, the
multi-turn exchange is likely to happen in the close temporal
vicinity of the initial interaction.

3https://pypi.python.org/pypi/webrtcvad
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Figure 3: The distribution of types of user utterances that followed
within 5 seconds of when the system stopped speaking.

Types of user follow up utterances

Next, we examine what types of user utterances follow an
agent’s utterance within the first 5 seconds after the sys-
tem stops speaking. For that we use categories that were
assigned to user utterances previously [8].

Figure 3 illustrates the summary of types of user utterances
that occurred within 5 seconds of the moment when the
agent stopped speaking. By far the most dominating cate-
gory is User feedback. This category included examples of:

» grounding feedback [6] either by saying short pos-
itive utterances like “Okay”, “Got it”, or by repeating
fully or partially the system’s previous response —
“Black pepper. Okay.”.

+ intent feedback. Being able to handle errors with-
out starting the conversation anew is a crucial func-
tionality for human-agent systems [2]. This category
included such examples as “No, | mean all the ingre-
dients”, where the participant wanted to make correc-
tions to the agent’s behaviour.



Agent: Step number 4:
blend in the softened
butter.

User: Blend?

Figure 4: User expresses
uncertainty about the agent’s
response

* relevance feedback. Often participants provided
feedback about whether the agent’s answer was sat-
isfactory or not. For example, utterances like “Okay,
perfect.”, “Oh, it's not very good” occurred in response
to the agent’s utterances.

Other common intents that appeared in the 5 seconds win-
dow included asking for the next step in the recipe, asking
questions related to the ingredients (e.g. quantity), asking
for a definition of a term (e.g. “What is an ear of corn?’,
“How much is a pinch?”), and other utterances that ap-
peared anecdotally and did not constitute separate cate-
gories.

We defined rehearsing behaviour as utterances that were
not addressed to the agent, but rather to the participant
him/herself, to keep the object’'s name in memory, and re-
peat instructions while completing them.

Intents like clarification and repeat, occurring very quickly
after the initial interaction may signal non-understanding of
the information that is being transferred (repeat), or may
be the user’s implicit request to provide more explanation
(clarification). For example, a user asking “sorry, can you
repeat that again?” could indicate that they didn’t hear the
agent’s utterance fully. And in the example interaction in
Figure 4 the user indicates that he could benefit from an
alternative way of describing the action.

Relevance feedback

It is worth noting, that the category of User feedback con-
stituted the majority of user utterances appearing in the 5
seconds frame. This signal at least partially could be con-
sidered as explicit relevance feedback. Relevance feedback
is a subject well studied in the IR community. Collecting ex-
plicit relevance feedback, e.g explicitly indicating relevant
documents, is both “expensive and limited in coverage”[1]

and users often are not willing to use the tools for it [10].
Therefore other metrics were used, such as dwell time,
scroll time, reformulation patterns, clickthrough behaviour,
to approximate it [11].

Trippas et al. [7] report in their study of voice-only medi-
ated search, that the searchers provided explicit relevance
feedback, even when not asked to do it. In our data we also
see that utterances of type User feedback dominate, and
some of the utterances indeed do provide adjustments for
previous agent’s responses. While others could serve as a
strong signal for estimating and predicting user satisfaction.

Future work

We have shown that in an unrestricted environment users
often reply to the agent within a short amount of time, en-
gaging in a multi-turn interaction. Currently existing human-
agent communication protocols are restrictive and usually
do not capture a response the user might provide. Explor-
ing alternative communication protocols is needed to make
solid conclusions about the benefits and drawbacks of en-
abling multi-turn interactions with voice-only conversational
agents.

One obvious drawback of “keeping the mic open” after the
system'’s response relates to questions of user privacy.
While we acknowledge that this is a central topic to be in-
vestigated in the context of our protocol recommendation,
we argue that there may be an acceptable time limit allow-
ing user feedback to be captured while at the same time
respecting users’ privacy. Letting a user opt-in for a multi-
turn conversations functionality could also be a part of a
solution to this problem.

Moreover, in the experiment we described, the agent was
powered by a Wizard, who could make correct judgments
about whether the participant was talking to the agent or



not. ldentifying the addressee is a challenging issue, and
even more so if the interaction happens in a multi-person
environment, where the user may address the system, or
another person, or the system may be addressed by several
different users [3].

Conclusion

Voice-based stationary conversational devices are be-
coming ubiquitous. However, the communication protocol
is rigid and restrictive. Currently existing conversational
agents do not allow multi-turn interactions that were shown
to carry a rich signal, that could be helpful for error han-
dling, collecting relevance feedback, and evaluating user
satisfaction. Further research is needed to explore the use
of alternative communication protocols, as well as potential
problems that might come with it.
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