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With advances in expressive speech synthesis and conversational understanding, an ever-increasing amount
of digital content—including social and personal content—can be consumed through voice. Voice has long been
known to convey personal characteristics and emotional states, both of which are prominent aspects of social
media. Yet, no study has investigated voice design requirements for social media platforms. We interviewed
15 active social media users about their preferences on using synthesized voices to represent their profiles.
Our findings show that participants want to have control over how a voice delivers their content, such as the
personality and emotion with which the voice speaks, because these prosodic variations can impact users’
online personas and interfere with impression management. We report motivations behind customizing or not
customizing voice characteristics in different scenarios, and uncover key challenges around usability and the
potential for stereotyping. We argue that synthesized speech for social media should be evaluated not only on
listening experience and voice quality but also on its expressivity, degree of customizability, and ability to
adapt to contexts (e.g., social media platforms, groups, individual posts). We discuss how our contribution
confirms and extends knowledge of voice technology design and online self-presentation, and offer design
considerations for voice personalization related to social interactions.
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1 INTRODUCTION
Voice interfaces have proliferated in recent years, enabling hands-free, intuitive, and accessible
interactions [53]. Along with the widespread adoption of voice assistants such as Amazon’s Alexa,
Apple’s Siri, Microsoft’s Cortana, and Google’s Assistant [55], an increasing number of web and
mobile applications have started to support voice interaction [16, 50, 54].

In parallel, researchers have begun to move beyond the mechanics of speech recognition, speech
synthesis, and conversational understanding to examine expressive characteristics of synthesized
voices (e.g., [6, 8, 14, 29]). Increasing attention has shifted from what the voice should speak to how
it should speak [7, 8]. This research has focused on users’ preferences for synthesized voices when
interacting with a voice agent or consuming content (e.g., listening to audio books or turn-by-turn
navigation directions). For example, many studies suggest that listeners prefer voices that display
characteristics similar or complementary to their own, such as personality and gender (e.g., [8, 35]).

In this paper, we instead explore a related but different question: how do individuals want their
own content to sound? For social media sites in particular, a sense of individuality is critical [5, 33].
Unlike visual styling such as fonts, colors, or images, social media users currently have little to no
control over how their content sounds when it is synthesized for voice interaction. Instead, the
sound is dictated by settings on screen reader applications or voice assistants, where the default
voices often lack expressiveness [14] and diversity [8]. With voice assistants beginning to provide
audio-based access to general web content [40], we imagine that not only will website and voice
application developers soon be able to choose from a range of synthesized voices, but end users
themselves will be able to customize voices for their own content—perhaps in the form of a general
“profile voice” or even more content-specific styling.

To investigate how social media users would want their own content to sound and how they
would envision listeners responding to that sound, we conducted a semi-structured interview study
with 15 participants. All participants were regular social media users with at least some voice
interface experience. While most were younger adults, they represented a range of genders and
ethnicities. To encourage participants to consider a wide range of expressive synthesized voice
characteristics, we prompted each participant with audio clips of their own social media profile
spoken by voices that varied in perceived gender, age, accent, and emotion. Participants were asked
about how they felt about the presented voices in speaking their content and what considerations
they would have in creating an ideal personalized voice if desired.

Our findings uncovered criteria for synthesized voices to properly present social media content,
including expressivity, customizability, and context appropriateness. Participants generally wanted
an authentic and consistent synthesized voice presentation of themselves, but also desired the
ability to reflect the emotion of specific posts and to opt for more “fun” or more “formal” voices
for different platforms (e.g., Twitter vs. LinkedIn). We also identified important challenges with
voice personalization, perhaps most critically the possibility of perpetuating stereotypes through
accented synthetic speech.
This paper makes the following contributions: (i) characterization of preferences for how to

present one’s own socially oriented content (as opposed to consuming voice-based content); (ii)
empirical evidence for and interpretation of how synthesized voice preferences relate to online
impression management theory; (iii) enumeration of technical, usability, and ethical challenges and
design considerations for future work on socially situated, self-customized voice synthesis systems.

2 RELATEDWORK
Our work is informed by literature on synthesized voice design, sociophonetics, and online presen-
tation of self. We also provide a quick review of existing voice-based social media platforms.
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2.1 Synthesized Voice Choice
What makes a good voice for a speech interface? Speech synthesis research has examined human
perception of varying voice choices, discovering that listeners tend to be attracted to voices with
similar “personal” characteristics as their own [35]. In an experiment where participants were
asked to listen to book descriptions in synthesized voices, Lee et al. [35] found that a user’s sense
of social presence improved when the voice’s personality matched the user’s personality. Similarly,
Braun et al. [6] reported that personalizing the voice assistant’s personality for each user resulted
in higher rates of likability and trust than a default personality. People also seemed to rate the
speech more positively when the perceived voice gender [34] and accent [41, 67] matched their
own or the content being spoken.
Besides the tendency to favor similar voices, early findings also indicated that natural human

speech is preferable to and more understandable than computer-generated speech [22, 46, 63].
However, as the quality of speech synthesis improves, more recent studies have challenged those
conclusions. In two experiments, Stern et al. [64] found that listeners do not prefer natural speech
over synthesized speech when they see that the source of speech is a computer rather than a human.
In fact, the increased level of humanness among smart speaker voices seems to introduce unrealistic
expectations of these devices’ intellectual and emotional capabilities, juxtaposing their limitations
[12, 37].
Recently, speech synthesis researchers have begun to suggest that the lack of qualitative un-

derstanding in user needs for specific application contexts is one of the biggest open challenges of
text-to-speech evaluation [76]. Within the Computer-Supported Cooperative Work community,
Cambre et al. [8] proposed a research framework theorizing that voice design requirements for
smart devices are shaped by and vary across users, devices, and contexts. To date, most voice evalu-
ation work has focused on general use cases of smart speakers and voice assistants, and the most
commonly used measures have been related to listening experience [76]. For example, voices for
long-form texts (e.g., audio books) are evaluated primarily based on intelligibility, comprehensibility,
and other subjective measures, such as likeability [7, 76].

While the above work focuses on how users perceive voices when consuming voice content, user
preferences for voices that present their content and the social implications of those preferences
have received much less attention.
In the field of accessibility, research on augmentative and alternative communication (AAC)

devices noted the challenges of using synthesized voices for self-expression due to their lack
of expressivity. The challenges center on supporting users’ conversational pacing, personality
expression, and identity presentation, which limit their ability to authentically express themselves
[31, 57]. In recent years, advances in speech synthesis have begun to address technical issues
related to expressivity (e.g., [45]), with many commercial text-to-speech engines producing more
humanistic and emotion-rich voices (e.g., IBM Watson [78], MaryTTS [39]). Focusing on AAC
output, Fiannaca et al. [19] developed two interfaces to adjust expressive speech parameters such
as choosing and refining voice emotions. HCI researchers have also looked into different ways to
render emoticons with voice to augment the social experience of voice interaction [27]. Finally,
the emergence of voice font technology [23, 43, 74], which leverages machine learning to create a
synthesized voice through a recording of the user’s own voice, makes more diverse voice options
possible. Combined, these advances provide support for voice to entermainstream social-interaction-
heavy applications, such as social media. Yet, research on synthesized voice choices for social media
is sparse. Recognizing this gap, we seek to investigate voice design requirements for presenting
personal content on social media.
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2.2 Sociophonetic Considerations of Voice
While voice design for social media content has not garnered much attention, voice is known to
influence social experiences in everyday life. Combining sociolinguistics and phonetics, the field of
sociophonetics examines this phenomenon, including how social information is perceived through
phonetic details [15]. Along with the spoken content, social categories and personality traits can
be extracted from auditory input in a fairly consistent way [15]. People are capable of estimating a
speaker’s age [61], ethnicity [58, 69], gender and sexuality [49, 65], and socioeconomic class [61]
from speech alone. A series of studies also suggests that speaking rate, amplitude, and accent of
speech impact perception of a speaker’s personality traits [1, 2, 68, 70]. Some argue that people’s
perception of this social information, especially gender, is along a spectrum rather than in rigid
categories [48]. At the same time, listeners’ expectations regarding the speaker also influence how
they perceive social information from speech [51].

Recently, Human-Computer Interaction (HCI) literature has begun incorporating sociophonetic
findings into voice technology research. For example, Sutton et al. [66] proposed three design strate-
gies rooted in sociophonetics for more inclusive and natural voice user interfaces: individualism,
context awareness, and diversification. The focal point of these strategies has been on how voice
should be designed for consuming information. Our study instead explores these considerations
with respect to how users want their own content to sound. With synthesized voices being highly
malleable, social media users have the opportunity to hide or reveal aspects of their identity that
are usually tied to their real voices—a question to investigate is how people consider employing
this option to present themselves online.

2.3 Online Presentation of Self
How people want others to perceive themselves on social media has long been studied in HCI,
CSCW, and the sociology of technology and science. Most social media activities involve self-
presentation—making social connections, sharing identities, and updating statuses [30]. Past work
has looked into social media users’ decision-making around identity presentation [5, 18, 33], content
management [82], privacy control [59], and audience management [38], often drawing on Goffman’s
theatrical metaphor [20] and Hogan’s exhibition approach [26].

Goffman’s dramaturgical approach uses stage and performance as metaphors to describe how a
person’s self-presentation tends to be selective across different contexts [20]. The notion of the
“front stage”, as opposed to the private “back stage”, describes scenarios where a performance is
given in the presence of an audience. On social media, similar to offline situations, people have a set
of audiences[38]. However, unlike how physical interactions usually have specific audiences, social
media interactions “collapse multiple audiences into single contexts” [38] and display users’ content
in a form rather similar to an exhibition [26]. Users typically engage in audience management
techniques to cope with presentation challenges within these “exhibitions” [4, 38]. For example,
many people use multiple accounts [38], only post things that are non-offensive to the broadest
group of audiences (known as the lowest common denominator effect) [26], and strategically conceal
information from different audience groups [38]. Engaging in these techniques often heightens the
difficulty of balancing personal authenticity and audience expectations [4, 38]. Mainstream social
media often endorses positive self-presentation, which may fuel negative social comparison among
users at times and further restrict an individual from freely expressing themselves [9, 17, 28, 79].
Xiao et al. [80] found that by using fake accounts, or “finstas”, with only close friends, users can
present themselves more authentically and disregard social pressures from the social comparison
that is rampant on social media. Zhao et al. [82] also found that people create social media content
not only for others, but for themselves, to create an “archive” of the meaningful parts of their life.
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Dramaturgical analysis for offline scenarios often involves nonverbal signals [13, 20], but online
presentation of self has primarily focused on how users select their textual or graphical content.
There is little known about whether people apply impression management strategies when choosing
synthesized voices to represent themselves. Does the emphasized difficulty in navigating impression
management through collapsed contexts introduce special challenges for voice design and create a
space for exploring voice-customization? If so, how do users propose changing their synthesized
voice presentations to cope with these challenges? We explore these questions in our study.

2.4 Voice-based Social Media
Many social media sites are starting to support voice-based content delivery. Some recording-based
voice forums also exist where users can record and listen to voice messages. A set of research-based
voice forums including Sangeet Swara [72, 73], Baang [73], and Gurgan Idol [32] are targeted to
users with low literacy and socioeconomic barriers to accessing online information. These services
are accessed via toll-free phone calls in local languages without requiring internet connectivity, and
research has focused on usability, financial sustainability, integrity, and equality. Recording-based
auditory social platforms that target a broader set of users also exist, such as Clubhouse [11],
Shootwords [62], Audlist [52], and HearMeOut [25]. These sites advertise that integrating audio
interaction can make online connections more authentic, engaging, and convenient. However, the
fact that these services only support recording-based interactions can be problematic, especially for
users who cannot record their own voice, prefer to compose content using text-based methods, or
want to create content that can be consumed in multiple modalities. Privacy issues related to voice
recordings are another concern [24, 81]. Therefore, our study mainly focuses on exploring how
current social media users would choose to present themselves online using a synthesized voice.

3 METHOD
To explore how social media users react to the idea of using customized synthesized voices to present
their content, we conducted a semi-structured interview study with 15 participants. During the
study, we prompted participants to envision a range of synthesized voice characteristics by playing
audio examples, some of which included the participant’s own social media content. Questions
covered participants’ reactions to the overall idea of using a profile voice, the voice characteristics
presented, and preferences for customized or default voices in a variety of contexts. This study was
approved by the Institutional Review Board at our university.
Throughout Sections 3 and 4, we use bio information to refer to the introductory descriptions

that social media users provide about themselves on a profile page, and profile as an overarching
term that includes both this bio information and posts.

3.1 Participants
Fifteen active social media users with some exposure to voice interaction technology participated in
our study. For diversity, we broadly recruited on four social media platforms (Facebook, Instagram,
Reddit, Twitter) and through word of mouth. Participants were screened on the following criteria:
they must i) have a Facebook, Instagram, LinkedIn, and/or Twitter account with at least two posts
and one written paragraph of bio information; ii) use social media platform(s) at least once a week;
iii) have posted at least once within the last month; vi) have some experience with smart speakers
or voice-based interaction such as Amazon Echo, Apple Siri, or Google Home. Participants ranged
in age from 19 to 47. These details, along with self-reported gender, ethnicity, and primary social
media platform, are shown in Table 1. All participants were volunteers and were compensated for
their time with a $20 gift card.
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Table 1. Participant demographics and initial voice preferences among a set of five voices that varied only
in terms of perceived gender and age. We list gender, age, and ethnicity in participants’ own words (e.g.,
“female”, “woman”).

ID Gender Age Ethnicity Primary Social Preferred Voice
Media Platform

1 Female 20 African American, Instagram Older masculine
Caucasian

2 Female 20-something Black, white Twitter Gender neutral

3 Female 30 White Facebook Younger feminine

4 Genderqueer 20 White Instagram Younger masculine

5 Female 19 Black Instagram Younger feminine

6 Male 25 Mixed race, Instagram Gender neutral
but mostly white

7 Female 47 African American Facebook Older feminine

8 Male 20 African American Twitter Younger masculine

9 Female 20 Asian Twitter Younger feminine

10 Woman 20 Caucasian Facebook Younger feminine

11 Male 23 Half black, Instagram Younger masculine
half Filipino

12 Female 21 Asian Instagram Younger feminine

13 Female 20 Asian, Caucasian Instagram Younger feminine

14 Female 21 White Instagram Older masculine

15 Male 32 African American Instagram Older feminine

3.2 Procedure
The interviews were designed to take up to 60 minutes and were conducted remotely via video
conferencing software. Beforehand, participants shared their bio information and two example
posts from their primary social media account. For consistency, the same research team member
conducted all interviews, each of which consisted of four parts:

First, participants were asked about their demographic information, language proficiency, tech-
nology and social media usage, and experience with voice technologies.
Second, we elicited reactions to the general idea of interacting with social media content via

voice, introducing it through the following scenario: “...imagine that you and others can listen to and
interact with social media through voice-based technologies like smart speakers. Think about what
you would want your bio information and posts to sound like, and what other people might think
when they listen to that information.” To provide concrete examples and encourage interviewees to
envision a range of possible voice choices, we played a portion of their own social media profile
information using five example voices. The samples were selected to represent a range of perceived
ages and genders: younger and older male and female voices, and a vocally androgynous (gender
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neutral) voice. These five voices were generated with IBM Waston [77] and Natural Reader [36].
We controlled the length of all audio clips to be roughly 10 seconds, which is adequate time to read
typical update-type posts (e.g., 240 characters on Twitter). All emoticons were converted to spoken
text through the site Unicode Common Locale Data Repository [71].
Participants listened to their profiles read out by the five voice samples (randomly ordered

per participant) without mentioning the intended differences in gender and age. After each clip,
participants were asked to describe the voice, rate their level of agreement on a 5-point Likert scale
with the statement, “I would choose to use this voice for my social media profile,” and provide a
rationale for their rating (we focus on the qualitative rationale in Section 4, but the rating data is
included in supplementary materials). We also asked participants what factors they considered
when evaluating the voice samples and which of their identities (e.g., gender, ethnicity) they would
be comfortable with representing through a synthesized voice.

The third part of the study focused onmore advanced synthesized voice qualities. Here, we probed
reactions to possible advanced qualities by playing two sets of example voices that demonstrated
different accents (Indian English and British English) and different emotions (sad, angry, happy,
and scared), all of which were generated with Voicery [75]. The accented samples said “the quick
brown fox jumped over the lazy dog,” whereas the emotional samples said the following with
the words changing to match the emotion: “That was not just a [bad/good] dream. It made me
[sad/angry/scared/happy].” We explained that these examples were meant to encourage participants
to think about advanced voice qualities, and that synthesis of these qualities would likely improve in
the coming years. After discussing the two sets of clips, we asked for participants’ initial reactions
and whether they felt that being able to vary accents and/or emotions would be useful or not
for their own social media voice profiles. Interviewees were then asked more generally what
characteristics of synthesized speech, if any, might be useful for social media users to customize
how their profiles sound, and what voice they would ideally want for their own profile and why.
Lastly, the interview closed with questions to contrast default voices (e.g., the voices of Siri or

Alexa) versus customized voices for social media profiles, and whether voice preferences would
change in different contexts (e.g., for different platforms or types of content).

3.3 Data Analysis
We performed thematic analysis on our interview transcripts, focusing on understanding voice
characteristics important to participants’ self-presentation and how the role of context influences
profile voice choices. To start the analysis, the first author read through all of the transcripts to
obtain a global view of the data, and derived a list of initial codes that included both deductive
and inductive codes. The first two authors then each independently coded all transcripts, meeting
to share coded transcripts and memos, to resolve conflicts, and to iterate on the structure of the
codebook every two to three participants. After the first round of coding, we identified five main
themes: general responses, feedback on accented voices, feedback on emotional voices, factors
considered when evaluating a voice, and when and how to personalize profile voices (codebook
shared as supplementary material). The codebook was again reviewed, discussed, and regrouped
by the first two authors, which led to the final themes we present in this paper.

4 FINDINGS
Here, we present voice considerations unique to self-presentation on social media.
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4.1 Voice Choice by Content Producers
Past discussions around synthesized voice choice predominately focused on listeners’ experiences.
Yet, a significant part of online content, and almost all of social media, is generated by users
themselves. What voices do users think should be used to speak their own content?

When asked to evaluate synthesized voice options for their own social media content, participants
mentioned a variety of factors that roughly fall into two categories: how the voice represents
characteristics of themselves, and the overall quality of the voice. Table 2 lists the full set of factors,
including those we explicitly mentioned in interview questions (gender, age, accent and emotion) as
well as others that spontaneously emerged during the interviews.

Table 2. Factors impacting voice personalization preference.

Category Factor
Representation Personality

Gender
Pitch
Age
Accent
Emotion (of content)

Overall Quality Naturalness
Accuracy and Clarity
Timbre

Other Basic voice characteristics (speed, cadence, volume)
Non-text sounds (e.g., music, animal sounds)

While many factors arose, participants weighed them differently. Perhaps most critical was the
capability to naturally represent who they are and accurately reflect the meaning of their messages.
Below, we present why and how respondents thought certain aspects of synthesized voices were
important to the presentation of their content.

4.1.1 Wanting a representative voice. All interviewees expressed the desire to have a representative
synthesized voice. For example, P4 said, “I’m reading these posts [their own social media posts]
in my head essentially like I’m hearing my own voice. It would be strange if someone else is there.”
In describing how voices would or would not represent them, participants mentioned primarily
persistent personal characteristics (e.g., gender, personality) but also the emotion of their content
(e.g., a happy or sad post). From Table 1, we can see that the gender and age of the preferred voice
tended to match the participant’s gender and age, with some exceptions.

Personality: While reviewing the voice samples, almost all interviewees commented on whether
or not the perceived personality of a voice matched their social media persona (𝑁 = 14). Examples
of a disconnect in personality included that the synthesized voice was not “positive” (P1), “quirky”
(P3), “confident” (P5), or “friendly” (P15) enough. Authentically representing their personality was
important to some participants (𝑁 = 5), as one participant noted: “I don’t want it to sound like
something that I’m not, because I’m not trying to fool anybody, or I’m not trying to have a different
persona” (P11). Others were more concerned about matching the personality of the voice to their
online persona but not necessarily as an authentic representation of themselves (𝑁 = 6). For
example, P12 said: “Because, as I mentioned, [my post is] very positive. But my personality is... I have
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up[s] and I have down[s], but I only show the good side, which... it’s not my personality, it’s just part
of it.”. Participants overall tended to prefer presenting a positive self-image on social media. Many
found it strange when their posts were spoken in ways that did not correspond with this level of
excitement and positivity: “All of my language or posts are very, I would say, energetic or positive.
‘Oh, I finished this skydive!’ or ‘Oh, I finished the internship, ‘so exciting!’ but he sounds so tired, that
makes me feel like, is he laughing at my post?” (P12).

Gender and Pitch: As shown in Table 1, nearly all interviewees wanted their profile voice to
sound like the gender they identify with, but to differing extents. Many explicitly did not want to
use a voice that they felt clearly differed from their own gender (𝑁 = 8):

“Even though this voice is the best [quality] voice out of all the ones that I have heard so
far, it’s still a female, and the delivery of the words and the way the female is speaking
is better, but I still, for my profile, I would want it to represent me. I’m a male, and I
don’t talk in that manner.” (P15)

However, people have differing opinions on how important gender is as part of their identity.
Two respondents were willing to prioritize voice quality over having a gender-match with the
voice, as P1 commented:

“I think that [gender] did a lot with how I felt it identified with me. But then once I
listened to the last voice then I didn’t, like, care as much about [gender]. So then I was
no longer taking gender into account cause I just, like, prefer that voice.” (P1)

Pitch is one aspect of voice that is relevant to gender. About half of our participants mentioned
wanting to have a pitch that represents the gender they identify with. Nevertheless, pitch can vary
within a gender category. Our participants appreciated when the voice not only matched their
gender identity, but also represented who they are with respect to the average voice within that
category. For example, P2 said, “It [gender neutral voice] did sound deeper than number four [younger
female voice], which I as a female have a deeper voice than average. So that’s something I appreciated
because I identify with it”. In this vein, a few people were unhappy with how masculine or feminine
the gendered voices sounded. For example, when asked to describe his ideal voice, P6 hoped for
more neutral options to better represent himself on the gender spectrum: “...something that is male,
but... not extremely male I guess”. This suggests that a spectrum of pitches would be more useful
than a small, pre-defined set.

Age: While not considered as important as personality and gender, age was also deemed to be a
part of our participants’ identities. When a voice sounded too different from their age, participants
found it to interfere with their online persona, such as: “I imagine that I don’t sound like an old
woman. Uh yeah, like I said before, it’s just not consistent with how I imagine my voice” (P4). However,
more minor differences in age were not a concern to most participants: “I didn’t take in my age per
se. I think it comes through when you try to fit it to your personality or who you show yourself to be,
but I didn’t focus on my age as a reason to pick one over the other” (P9). Note that our participants
were primarily younger adults, so these findings may differ for older users.

Accent: Participants who consider accent to be a part of their identity felt that incorporating
accents into their voice presentations would help support their self-expression, using P10’s words:

“Well, I would feel more comfortable and confident in having the way that I speak
represented, especially in media and being able to have a voice that actually matches
the way that I speak, rather than just one that matches the way everyone else speaks.”
(P10)

Emotion: Besides the above identity-related factors, we probed for interviewees’ responses to
synthesized voice emotions by playing four voice samples designed to sound sad, angry, happy,
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and scared. All respondents felt that being able to change voice emotion to match specific social
media posts could help in delivering meaning. As P13 said, “I think emotions are what’s lacking in
text and social media, and to be able to convey that in a more auditory format could add an extra layer
to what people are missing in their social media”. P11 also expressed enthusiasm: “I want people to
hear how I see things. I think this changes the game a lot.”

Participants also often called out when the voice’s emotion or tone did not match with the post
content. For example, one participant specifically commented on how distracting the mismatch
between voice and content could be after listening to a voice that he perceived as emotionless:
“They can see that in the post, I had a good time, but when you hear it that way, I feel like it takes away
from the picture, and it makes you focus on that voice” (P15). As another example, when asked about
voice choices for Instagram, P15 said, “If it was an exciting moment, I would want my voice to be
more exciting and maybe have some emphasis on certain words. If it’s sad, I’d rather it be neutral, just
depending on the picture.”
Despite the importance of emotion customization, there were also concerns around simulating

and presenting emotion with algorithms:
“It’s very subjective, emotional. Sometimes when people are posting really sad stuff,
maybe people find it funny or... I don’t want the voice assistant to judge whether this
is a sad post or a happy post. That’s one gray area that I’m not sure about.” (P12)

Beyond the emotions we presented, some participants suggested additional emotions that would
be useful to represent. For example, four participants mentioned sarcasm: “I think it would be super
helpful, especially if you could get across the sarcastic tone. That would save a lot of people a lot of
trouble because... sarcasm does not... come across well through texts” (P2).

4.1.2 Wanting a good-quality voice. Voice quality is critical to the listening experience and un-
derstanding of content, and thus has always been an important measure in evaluating speech
synthesis [7]. When interviewees evaluated voices for their own social media content, we observed
other voice-quality related considerations besides comprehension and listening pleasure—the key
point is that an unnatural, unclear voice may not sound representative regardless of what other
characteristics can be manipulated. Among voice quality concerns, participants most commonly
emphasized naturalness, accuracy, and clarity.

Naturalness: The extent to which a synthesized voice should be human-like varies based on
context of use [12]. Almost all participants (𝑁 = 13) preferred a natural-sounding voice—this was a
characteristic that we did not explicitly ask about, emphasizing the importance of naturalness for
voice-based social media delivery. Indeed, the majority of participants said that naturalness was the
most important characteristic of a good voice to them, sometimes even beyond representativeness,
with P8 saying, “I think out of all of the voices it [younger masculine voice] checked the most boxes that
mattered to me, and the ones that I didn’t check, they were less important, because I think it sounded
the most life-like. I think that’s probably the most important.” Participants did not like voices that
sounded too flat, out of concern that the voice would not accurately convey the content’s meaning
and would impede the user’s ability to represent themselves, such as: “Doesn’t sound right. The
way the voice sounds reading my bio and my post, it just sounds bland, and I feel like it takes away
from what I want people to focus on. The voice is still a little robotic, and it doesn’t represent who I am,
as a person” (P15). Combined, participants described a natural-sounding voice as sounding like a
human, with appropriate inflections, a smooth flow of words, and a natural tone (e.g., P11: “I liked
the way it had different inflections and different tones.” )

Accuracy and clarity: More than half of our participants chose voices based on whether the
voices spoke accurately and clearly (𝑁 = 8). For example, one participant was worried about the
voice being too fast for listeners to understand, which relates to clarity: “That was definitely really
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fast. If I was trying to understand something from having it spoken to me, I would want that to be
a little slower” (P2). Besides the clarity of the speech, interviewees also shared concerns about
whether the voice would pronounce words properly. For example, four people were specifically
worried about names or terms on their profile being mispronounced: “It said, ‘My dog’s name is
Milan’, and it said ‘Mulan’ or something. It just was saying certain words wrong, I noticed that. I
guess... I don’t know if it was the punctuation, but the flow of the sentence wasn’t right” (P15).

4.1.3 Other voice considerations. Additionally, other less common suggestions included being able
to control voice speed, cadence, and volume, and to support non-text elements, such as animal
sounds, unnatural voice distortions, and signature background music, as recorded in Table 2.
Together, they reflect social media users’ interests in expressing themselves in creative ways and
their desire to have more control over their online presentations.

4.2 Voice Choice Across Social Contexts
In the previous section, we explored preferences for synthesized social profile voices in general, but
participants also reflected on how those preferences may change based on the social context. We
observed four common considerations: (1) the need to sound authentic and consistent regardless of
social context, the desire to adjust voice tones and phonetic style across (2) content type and (3)
audience, and (4) differences for private versus public social media posts.

First, participants preferred to keep the key characteristics of their synthesized voice consistent
(𝑁 = 13).

For example, P5 emphasized the importance of consistency by reflecting on how their friends
and contacts would react to voices that did not sound like her: “...if I would have chose like number
one [younger feminine voice] or three [younger masculine voice], for example, they would have been,
like, What is she doing? That doesn’t sound like her at all” (P5). Additionally, P3 commented on the
confusion that could arise when switching between voices: “And I think it would get pretty confusing
for the listeners, you know, that one day Lori [pseudonym] sounds like an old man, and the next day,
Lori sounds like [inaudible], you know, I feel like it’s probably easiest for everybody if it’s consistent.”

Second, while maintaining a voice’s overall consistency was important, many participants also
felt that it would be useful to manipulate some characteristics depending on the specific content
(𝑁 = 13). For example, P12 said, “If we switch off [to a] different sound [voice]? That’s weird. But if
it’s one person but with a different tone, that’s fine.” Such nuanced changes were seen as particularly
useful for sharing emotion (𝑁 = 11), such as: “If it’s consistent with the possible exception of adding
that sort of emotional intonation, I think you have the same voice” (P3). For some participants, being
able to feel others’ emotion meant deeper social connections and better mutual understanding. P2,
for example, felt that emotion brings people “closer together” and stated:

“I go through phases with my tweets where if I’m feeling particularly sad in a week,
all of the tweets that I put out will be very sad. But then the second I’d bounced back, I
would love to have something happy. Just so that it’s not in constant sadness on my
timeline for everyone.” (P2)

Some participants only wanted emotional changes on voice synthesis for social media posts but
not for everyday, functional applications. Most participants suggested that neutral, objective, or
supplementary content, such as their bio information, and visually heavy content such as Instagram
posts, did not need to be customized: “Basic profile information would probably just be a standard
like if I was giving a speech, like not really emotional, [but it should be] very formal.” (P2)
Third, people present themselves and interact differently on different social media platforms,

and, accordingly, participants expressed considerations for audience expectations and community
culture. About half of our participants reported that they would use a more professional voice for
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career-oriented platforms such as LinkedIn (𝑁 = 7). For example, P9 said, “If there was more options
that came out, maybe one that sounded a bit more formal, maybe I would choose that for a LinkedIn
or a Facebook kind of environment. Something more professional for those kinds of settings or more
even-toned” (P9). A few participants made similar comments about choosing a more professional
voice on Twitter, while other participants felt they had more freedom in presenting themselves on
Twitter.

Some participants specifically explained how these audience differences across platforms would
influence their voice preferences (𝑁 = 6), such as P2 wanting to use a more positive voice on
Facebook to connect with family members with whom she was not close enough to talk about
serious topics.

Finally, for some participants, which personal characteristics to disclose through a synthesized
voice also depended on how private or public the post content would be. For example, P13 had
a private account where they could envision using a customized voice, but "...maybe I wouldn’t
be as comfortable letting someone hear my voice if they weren’t a friend, a public account. I guess,
in that regard I would have the [default] Alexa voice.” P1 also mentioned that she would feel more
comfortable using the “sad or angry” voices with a more private Instagram account but “I feel like
my main [account] that I use more only shows, like, the happy highlight...” (P1). P6 also specifically
pointed out that certain platforms are inherently more anonymous, such as Reddit, and that it
would make more sense to use a default voice on it because “...I wouldn’t necessarily want everyone
to know more about me.”

4.3 Challenges of Voice Customization for Self-presentations
While almost all interviewees shared excitement about navigating social media with this emerging
mode of interaction, doubts about identity-based voice personalization arose. Below, we describe
three main concerns: the possibility of stereotyping, misrepresentation, and impacts on usability.

Customization could result in stereotyping: The possibility of stereotyping was mentioned
by more than half of our participants (𝑁 = 9), most notably related to genders and accents. An
accented voice, in particular, may be inappropriately associated with certain groups of people, as
mentioned by P4, “I could see people using it maliciously as well, like make fun of accents”, and P9,
“Especially with English, like Asian accents in English or something. I feel like some people will say it’s
too stereotyped, that [the] synthesizer makes it sound weird.” Some participants were specifically
concerned that people would use this opportunity for cyber-bullying. P5, for example, said that “It
would provide an opportunity for the mean-hearted people in this world to mock and put others down,
like (those who) with speech impairment[s] or disorder[s].”
Also related to accents, many participants pointed out that there could be challenges with

representing ethnicity through voice. For example, in response to a question about which aspects
of their identity they would feel comfortable representing through a custom voice, two white
participants (P4, P14), questioned what a “white-sounding” voice might sound like, while one Asian
participant expressed a similar sentiment. Two participants (P7 and P8) who are people of color were
concerned about perpetuating stereotypes with voices that would match their ethnicity: “I would
feel weird if a voice sounded overly African American in terms of [being too] stereotypical, because I
would feel like they’re just doing too much” (P8). At the same time, P15, who identified as African
American, felt that having a nuanced range of voices could provide an opportunity to counter
stereotypes, saying: “maybe if we had voices that sounded like mine or sounded like the different
variations of people, then people wouldn’t have that set stereotype of what an African-American man
would sound like.”
A few people mentioned similar challenges around gender stereotypes, such as P13: “I feel bad

assuming that these voices sound like a specific gender.” P4, who identified as gender-queer, told us
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that they did not feel fully comfortable representing gender through a synthesized voice. These
findings suggest that speech perception is highly influenced by social stereotypes, calling for greater
awareness of this phenomena in voice user interface design.

Customization may lead to misrepresentation: A few respondents were concerned about
how customized voices may incorrectly intensify their posts and inadvertently offend listeners
(𝑁 = 3): “I don’t really care about being inflammatory, but generally speaking, I try to post things
that I know won’t piss everyone off because the thing is like I do have family on there, I won’t start
fights online for no reason” (P2). These participants would try to use a neutral or just a default
voice to avoid this situation: “So then it’s not like... almost like someone can’t judge what voice I
chose, because it’s just so neutral that it doesn’t matter, like I almost didn’t really choose anything”
(P14). Two participants also shared their unwillingness towards using a voice that attempted to be
realistic but fell short, resulting in an “uncanny valley” [47] quality that could influence perceptions
of the content. In this situation, a default or “normal” (P12) voice was preferable.

Potential impacts on usability: Important usability concerns arose related to the potential
impacts of customized voices, which will need to be explored in future work. One of these was
the burden of customization, commented on by four participants. For example, P14 felt that, “If I
didn’t have the time to set it up, I’d probably just want to choose a default one” unless she was “really
motivated to make my profile more fun or like more personalized to me.” P9 had a similar reaction,
acknowledging that: “I think I probably would only do it for maybe a few posts for me personally. I’m
kind of lazier when it comes to social media, but I feel like it would be useful in the long run.” Another
concern from one (sighted) participant was how customized voices would impact usability for blind
users who rely on screen reader audio—here, P3 said: “too much customization would impede [a
screen reader user’s] ability to actually get the content, which is a lot more important than the voice
it’s presented in.”

5 DISCUSSION
Through interviews with 15 participants, we explored how social media users may want to present
their content for voice-based platforms. While past work has investigated synthesized voice prefer-
ences when interacting with and consuming voice-based content (e.g., different forms of texts [3]),
our study is the first to examine preferences for how to present one’s own socially oriented content.
Besides common voice criteria such as intelligibility and likeability [7, 76], our findings suggest
that these customized voices should match, or at least not interfere with, social media users’ online
personas as well as the specific content being conveyed. When a customized voice fails to satisfy
these requirements, or when voice customization disrupts other needs such as usability, users
would rather have a default, generic voice to represent them. These findings provide empirical
knowledge to understanding what makes a voice suitable to represent a social profile, contributing
to emerging discussions on voice interaction design for social computing [8, 42, 56].

In the following sections, we discuss how findings from this study add to the theoretical knowl-
edge of voice interaction design and online presentation of self, and discuss when and how they
may apply to other types of voice applications. We wrap up with design considerations for better
supporting synthesized voice presentation of one’s self online.

5.1 Online Self-Presentation and Synthesized Voice
Following patterns of online impression management [38], our participants tended to consider their
synthesized voice presentations with a set of imagined audiences in mind. While past research has
studied self-presentation on social media with visual and textual content (e.g., [5, 18, 33, 38, 82]), our
study expands on this literature to identify its similarities with voice-based impression management
and to reveal unique aspects that arise with the use of voice.
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Some aspects of identity, such as gender, age, and accent, can be conveyed especially quickly and
saliently through voice [15, 61]. Because these aspects may not be as easily extracted through textual
information, synthesized voices allow users to be more mindful about their identity presentation
choices, providing them with different and explicit opportunities for impression management on
social media. For example, to maintain a consistent impression and to avoid being perceived as
inauthentic, our participants judged sample voices based on both the extent to which the voice
sounded like them and how other people would perceive that voice. To them, the key to having
an authentic voice presentation was to convey the right personality and the important aspects of
their identity. Furthermore, we observed how the lowest common denominator effect [26] might
play out for synthesized voice selection: when in doubt about the appropriateness of a voice, many
participants opted for what they saw as neutral defaults (e.g., Siri’s or Alexa’s default voice).
There was also evidence of other common impression management behaviors in participants’

voice choices, including self-enhancement (i.e., the attempt to present one’s self to others in a
favorable light) [20] and conformity to the norm in a given social situation (e.g., a specific social
media platform) [20, 38]. For example, social media sites are known to endorse positive self-
presentation [9, 17], and this cultural expectation was reflected in our respondents’ voice choices.
Participants commonly favored positive and upbeat voices, even if they did not accurately reflect
their emotional state.

Similar to how social media users adopt different verbal and visual styles across scenarios [38, 82],
participants considered how they might adapt synthesized voices to appropriately convey their
persona on a given platform and to modify the tone to be appropriate for a specific post.

Yet, synthesized voice options also present unique challenges due to limitations even in state-of-
the-art speech synthesis. Participants emphasized the importance of high quality synthesized speech
and raised concerns about how limitations such as mistaken pronunciation, not fully accurate
emotional expression, and the “uncanny valley” effect could impact listeners’ perceptions of a user’s
content and who they are. Inaccurate pronunciation could make one sound less professional, and,
in the case of misspeaking the name of a close friend or family member, could also cause conflict in
established close relationships. Low-quality manipulations of emotional expression and accents
also have the potential to change the meaning of the content or even offend others. These concerns
will need to be revisited as speech synthesis capabilities expand.

Researchers have recently called for more work in voice design theory, particularly in specific
contexts [10], and the above discussion can inform the extension of existing theory to users as
producers of a voice. Cambre et al. [8] propose a framework for designing voices for smart devices
by considering the lenses of user, context, and device. While our focus on social media content tends
to be device independent, the lenses of user and context are relevant. For the user lens, Cambre et
al.’s framework considers computers to be social actors and suggests that voice designers take into
account users’ personal preferences for that social interaction (e.g., matching or complementing user
characteristics). The focus is currently on how to make personality and other social characteristics
of the computer or agent attractive to the user. Instead, when the design problem flips to focus on
how to support individual users in representing themselves and their own social content, a voice
designer needs to consider how (e.g., through personality, gender) and to what extent the user
wants to reveal their own identities and persona.

Cambre et al. also look at voice design through the lens of the larger cultural and historical
context of a smart device’s use. Analogously, our findings show that voice preferences vary across
social contexts, including different platforms, groups, or specific posts.

We speculate that, for platforms that support user-generated content that is not closely linked to
one’s identity (e.g., wiki pages or platforms that support anonymous participation such as Reddit),
users will likely have a different set of voice requirements.
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5.2 Design Considerations
Our study is forward-looking with the goal of identifying promising directions for future research
and design exploration. Our findings show that with an expansion in voice-based interaction,
providing configurable voices for spoken personal content could give social media users increased
and welcome control over their self-presentation. Yet, there are also important technical, usability,
and ethical challenges that will need to be addressed. Here, we offer design considerations for
future work on socially situated, self-customized voice synthesis systems.

5.2.1 Voice customization options. Among all possible synthesized voice characteristics, what
options should designers provide, and how? Our findings suggest that the overall quality and
naturalness of the voice is a critical foundation for any customization. Indeed, current limitations
with voice synthesis mean that perceived quality may be a barrier to adoption of fine-grained
control over emotional tones and accents in the near term. New design features could address some
of these current technical limitations with voice synthesis, such as allowing users to add phonetic
gloss to names and other words that are likely to be pronounced incorrectly. Once a baseline level of
quality is established, the question then becomes how to allow users to manipulate the voice. Some
voice characteristics should be supported along a spectrum rather than enforcing rigid categories,
such as gender and age (though age was not deemed as important as other characteristics by some
participants). If supporting different accents, as many text-to-speech engines already do in a limited
form, providing a nuanced set of options will likely be necessary to counter and prevent the risks of
stereotyping, as discussed below. Finally, and perhaps most importantly, any voice customization
should be optional, with designers providing a default voice and giving the user veto power if the
system ever automatically adapts the voice to the content or user.

5.2.2 Reducing user effort. While we have argued that users should have fine-grained and nuanced
control over how a voice sounds, that customization takes effort. While participants commonly
wanted a representative voice, they did not necessarily need voices that were identical to their own.
In fact, a voice that tries to sound exactly like the real person but fails may create an “uncanny
valley” effect. An important question for future work then is to compare the value-effort trade-off
of providing users with fine-grained control versus having a relatively small set of predefined
voices. Another means of reducing setup effort might be to prompt users to specify a small set
of adjectives (e.g., 3-5) that describe what they want to present about themselves and having the
system automatically configure an initial profile voice based on that input.

Beyond an overall profile voice, adjusting phonetic characteristics for individual posts or other
content could be particularly time consuming. Taking inspiration from AAC designs such as the
Expressive Keyboard and Voicesetting Editor [19], we suggest having one-click voice tone options
available when users compose their content, along with an always-available default or neutral
voice option.

Automatic adaptation may also be attractive in helping to identify the appropriate voice tone to
use, but any prediction mistakes could lead to confusion and misunderstandings, a concern raised
by our participants.

5.2.3 Potential harms with personalizing synthesized voices. Important ethical considerations re-
lated to voice personalization arose in our study. Participants, especially non-Caucasian participants,
expressed concerns that voices improperly associated with their ethnic and cultural background
would propagate harmful stereotypes about their identity. One of the participants was also particu-
larly worried about voice options for people with speech disorders. Designers must be attuned to
any and all unintended stereotypes that can possibly result from voice technology development
and must be transparent in communicating any algorithmic decisions made on users’ identity
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labels when generating voices. Whenever necessary, users should be able to change the vocal
characteristics determined by the algorithm. As one of our participants said, we should not solely
rely on algorithms to judge what a post, or a person, should sound like.
Further, highly personalized, natural-sounding voices can become identifiable information. If

users’ personal voices are usable by anyone on social media, there is a risk of individuals potentially
using these voices for malicious purposes, such as deception, cyberbullying, or crime. While the
voice synthesis community has been aware of potential ethical issues related to voice cloning
[44, 60], it is unclear how the potential misuse of personal synthesized voices will be regulated. We
suggest for designers to make the code of conduct and legal consequences of using voice synthesis
very clear. Policy makers should also consider effective solutions to prevent harms from happening.
A likely controversial policy possibility is to restrict the use of voice characteristics that do not
apply to users’ identities, such as by requesting users to register their personalized voices before
usage. However, the implementation of this rule would be at the cost of limiting users’ freedom of
expression.

5.2.4 Toward broader audio content. Our study focused on presenting textual information via
voice, yet social media content often contains non-text content as well: emojis, images, and videos.
Existing explorations to voice out emojis include reading them aloud and playing sound clips of
laughter or sighing [19]. As for pictures, current solutions rely on alternative text, which is often
missing. If voice-based access to social media is adopted as a complement to more traditional access,
users may become more motivated to write out image captions, thus improving the accessibility
of these sites. Additionally, the audio modality opens new possibilities for self-expression, such
as including signature background music as envisioned by some participants. How and whether
to support this content will be important for future work to explore, and more effort is needed to
identify and iterate on ways non-text elements can be delivered through voice.

5.3 Limitations
Our work has several limitations. First, this is an exploratory study in a new research area. While
we provided concrete audio examples using participants’ own social media content, participants
still needed to speculate on their use of a future technology. Participant responses may have been
impacted by a novelty effect and demand characteristics, which could have led to artificially positive
responses to the overall idea of customizing voice; real patterns of adoption will no doubt differ. A
critical next step in this work is to revisit the findings with a fully functional system.

Second, we explicitly sought to recruit a diverse set of participants and had some success in terms
of gender and ethnicity; however, almost all participants were younger adults aged 20-30 and a
majority were women. Including a wider range of participant ages could have generated additional
themes and changed the importance of some themes (e.g., perhaps responses to representing age
through voice would have been different). While our participants had experience with many social
media platforms, they primarily used Instagram, Facebook and Twitter, which limits the degree to
which findings may generalize to other platforms. Future studies should also consult users who
rely heavily on audio interfaces for access, including screen reader and AAC users, about their
perspectives on voice customization for self-presentation. Third, generating expressive synthesized
voices is an open area of research [21, 57] and the examples we played for participants, particularly
for emotions and accents, were not perceived to be fully natural. The lower quality of voice samples
may have impacted participant responses, although there was overall a positive response to the
idea of manipulating emotion at least to some extent. Finally, similar studies for other types of
user-generated content, such as blogs and crowd-sourced review platforms, may also be valuable
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for understanding how user requirements and preferences for audio-renderings of content vary (or
stay consistent) across media types.

6 CONCLUSION
In summary, we presented an interview study that explored voice requirements specific to social
media settings. Our findings uncover criteria for synthesized voices from content producers’ per-
spectives and show how impression management strategies extend to preferences for synthesized
voice presentation. As with visual and textual content [38, 82], voice presentation involves bal-
ancing authenticity and audience expectations. A favourable voice option should sound natural
and also represent users’ personal characteristics, emotion, and tone. These preferences on a rep-
resentative voice may be overtaken by the concern of upsetting audiences with inappropriate or
incomprehensible voice renderings. We collected a set of strategies that social media users proposed
in light of this concern, including using a neutral or default voice and having multiple voice set-
tings for different accounts. Our investigation also identified ethical concerns around propagating
stereotypes with voice generated based on personal identities. Highlighting the diverse needs and
concerns around voice renderings of social media content can inform designers of the need to give
users more control over choosing voice options, attune to being transparent in communicating
voice generation algorithms, and focus on creating intuitive methods to adjust voice parameters.
Our work confirms and extends previous work on sociophonetics and online presentation of self,
providing new insights into voice design for social and personal content.
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